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ABSTRACT

An adaptive method for the selection of models in a concurrent multiscale approach is pre-
sented. Different models from a hierarchy are chosen in different subdomains of the problem
domain adaptively in an automated problem simulation. A concurrent atomistic to contin-
uum (AtC) coupling method [27], based on a blend of the continuum stress and the atomistic
force, is adopted for the problem formulation. Two error indicators are used for the hierarchy of
models consisting of a linear elastic model, a nonlinear elastic model, and an embedded atom
method (EAM) based atomistic model. A nonlinear indicator ηNL−L , which is based on the
relative error in the energy between the nonlinear model and the linear model, is used to select
or deselect the nonlinear model subdomain. An atomistic indicator is a stress-gradient-based
criterion to predict dislocation nucleation, which was developed by Miller and Acharya [6]. A
material-specific critical value associated with the dislocation nucleation criterion is used in
selecting and deselecting the atomistic subdomain during an automated simulation. An adap-
tive strategy uses limit values of the two indicators to adaptively modify the subdomains of the
three different models. Example results are illustrated to demonstrate the adaptive method.
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1. INTRODUCTION

Key to the effective application of multiscale sim-
ulations is ensuring the accuracy of the simula-
tion. Ultimately, this accuracy must be quantified
against physical measurements. However, in the
case of multiscale simulations with multiple inter-
acting models and computational methods to solve
the models, it is also critical to employ methods to
ensure that the desired accuracy is obtained relative
to the highest fidelity model in the multiscale hierar-
chy. Then, the process of validation against physical
measurements can be focused on validation of the
highest fidelity model. The goal of adaptive multi-
scale methods is to provide the mechanisms needed
to estimate and control the model hierarchy errors
and computational methods errors. More specifi-
cally, adaptive multiscale methods must control (i)
the models applied at the relevant scales over vari-
ous portions of the space/time domain of the prob-
lem, (ii) the numerical methods used to solve the
problem for the different models applied, and (iii)
the methods used to couple the models at different
scales.

Our approach to the adaptive model selection is
a strict and straightforward identification of break-
down of models in a hierarchy of models chosen
a priori. Model hierarchy for multiscale problems
typically consists of models representing different
length and time scales. This paper presents an adap-
tive concurrent multiscale procedure that considers
a hierarchy of three models. Two of them are con-
tinuum models, and the third is an atomistic model.
After a brief review of some of the adaptive multi-
scale methods, Section 3 describes the hierarchical
concurrent model that is adopted here along with
a discussion of the problem formulation. Section 4
presents error indicators and an adaptive strategy
for model refinement and model coarsening. The
relative error in the energy is used as an indicator
between the two continuum models. A criterion
based on the curl of the stress is employed as an
atomistic indicator. Section 5 demonstrates numer-
ical examples for adaptive model refinement and
adaptive model coarsening.

2. ADAPTIVE MULTISCALE APPROACHES

Modeling error estimation and adaptive model se-
lection has become a research topic of interest in re-

cent years. The goal of these methods is to assess the
errors in quantities of interest produced by the cur-
rently applied model as it is used to solve the given
problem compared to that of a model that is known
to provide a higher level of accuracy for the quanti-
ties of interest. Knowledge of these error estimates
can then be used to determine which portions of the
space/time domain require better models. The po-
tential to obtain quantitative error estimates is great-
est in those cases where the set of models applied
is based on a well qualified-hierarchy of model im-
provements. For many multiscale problems of inter-
est, such a hierarchy of models is not readily avail-
able. However, for many of these problems there is
a known hierarchy of models that is known to pro-
vide the ability to capture more physics and/or ac-
count for the influence of important physical prop-
erties on finer scales. In such cases, it is often pos-
sible to define error indicators that correctly indi-
cate when a particular coarse model is not ade-
quate, thus indicating the next model in the hierar-
chy needs to be used. Some of the adaptive mul-
tiscale techniques that exist in the literature are re-
viewed below.

2.1 Local/Nonlocal Criterion of the
Quasicontinuum Method

The quasicontinuum method (QCM) [1] is a way of
solving problems of interest at the atomistic scale
by dramatically reducing the cost of computation
by a coarse-graining procedure. The QCM consists
of coarse-graining an atomistic domain by selecting
a small subset of the total number of atoms, called
representative atoms. In certain critical areas of the
problem domain, all the atoms are selected as rep-
resentative atoms (referred to as nonlocal atoms),
whereas far away from the critical regions where
the deformation is more uniform at the fine scale,
a group of atoms are enslaved to move under the
influence of the representative atoms at the nodes of
a tetrahedral element (referred to as local atoms) en-
closing the group of atoms. The energy calculation
for the local atoms is approximated by applying the
Cauchy-Born rule [2]. A criterion based on variation
in the deformation gradient is used as an error indi-
cator to adaptively distinguish the nonlocal atoms
from the local atoms [3]. The criterion evaluated
for the case of linear interpolation for displacements
(constant deformation gradient F) is given by [3]
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max
∣∣λa

k − λb
k

∣∣ < tolerance (1)

where λa
k is the kth eigenvalue of the right stretch

tensor Ua =
√

FT
a Fa in element a. Indices a, b run

over all the elements in the vicinity of a node that
are within three times the cutoff distance of the in-
teratomic potential. FT

a is the transpose of the defor-
mation gradient tensor in element a. In addition to
the local/nonlocal criterion, a mesh refinement cri-
terion based on the ZZ error indicator [4,5] is used
to add and remove representative atoms adaptively.

Recently, Miller and Acharya [6] developed a
stress-gradient-based dislocation nucleation crite-
rion that could be used in QCM adaptivity. The
stress-gradient-based criterion is a mathematically
rigorous derivation from the continuum thermome-
chanical equations of the dislocation field theory
[6,7]. This is the criterion that we adopt as the ba-
sis for the atomistic indicator in Section 4.2.

2.2 Modeling Error and Adaptivity

The existence of a fine model that can very closely
represent the physical processes of interest enables
estimation of the error of coarser models with re-
spect to the fine model. A brief summary of
the modeling error estimation and adaptivity tech-
niques presented by Oden et al. [8–10], Larsson and
Runesson [11,12], and Stein and Ohnimus [13,14] is
given here.

A fine-scale mathematical model representing a
physical process of interest is formulated as follows:
Given appropriate boundary conditions, find u ∈ U
such that

R(u; w) = l(w)− a(u; w) = 0 ∀w ∈ W (2)

where U and W are function spaces of admissi-
ble functions. R(u;w) is a residual defined in a
weighted integral form, a(u;w) is a semilinear form
that may be nonlinear in u while strictly linear in
w. l(w) is a linear functional that represents forc-
ing function. For the cases where it is too expensive
and unreasonable (even impossible) to solve Eq. (2),
a coarse-scale model with a different semilinear op-
erator a0(u0;w0) is constructed as follows:
Given the boundary conditions, find u0 ∈ U0 such
that

a0(u0;w0) = l(w0) ∀w0 ∈ W0 (3)

A finite dimensional discretization of coarse model
3 results in the following:

Given the boundary conditions, find uh
0 ∈ Uh

0 such
that

a0(uh
0 ; wh

0 ) = l(wh
0 ) ∀wh

0 ∈ Wh
0 (4)

with the assumption that Uh
0 ⊆ U0 ⊆ U and Wh

0 ⊆
W0 ⊆ W . The residual associated with the finite di-
mensional solution uh

0 of the coarse-scale model (3)
is obtained by substituting uh

0 in Eq. (2) as follows:
∀w ∈ W

R(uh
0 ; w) = l(w)− a(uh

0 ;w)

= l(w)− a0(uh
0 ;w) + a0(uh

0 ;w)− a(uh
0 ;w)

= RFE(uh
0 ;w) +Rmod(uh

0 ; w) (5)

where

RFE(uh
0 ; w) = l(w)− a0(uh

0 ;w) (6)

is the finite dimensional discretization error for the
coarse model considered and

Rmod(uh
0 ;w) = a0(uh

0 ; w)− a(uh
0 ;w) (7)

is the modeling error for the finite dimensional so-
lution uh

0 of the coarse model (3) with respect to the
fine-scale model (2). Procedures to control the dis-
cretization error [Eq. (6)] is well developed and dis-
cussed in detail in [15,16]. The focus here is estima-
tion of the modeling error term.

Equation (7) for the modeling error can only be
computed approximately. The first approximation
is with regard to a(uh

0 ;w), which might not be ex-
plicitly available or might be too expensive to com-
pute even if available. Based on the existence of a
model hierarchy, a model a1 coarser than a but finer
than a0 is replaced in Eq. (7) as

R̃mod(uh
0 ; w)=a0(uh

0 ; w)−a1(uh
0 ;w)≈Rmod(uh

0 ;w) (8)

Clearly, the choice of a sufficiently “good” a1 in
Eq. (8) is crucial to obtain an accurate Rmod. Equa-
tion (8) is further approximated by substituting
wh ∈ Wh for w.

An automatic detection of subdomains in which
the mathematical model needs to be updated is pre-
sented in [13,14], where the hierarchy of models
consists of continuum models of different complex-
ity from 3D elastoplastic models to 2D plate mod-
els. The procedures for estimating the discretiza-
tion error has been extended to include the error
of a current continuum model, such as a 2D plate
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model, with respect to a master model, such as
a 3D elastoplastic model. An expansion strategy
of model adaptivity is employed, where they start
with a simpler model and move up the hierarchy
toward more complicated models. The discretiza-
tion error is distinguished from the modeling error
as follows for the special case of bilinear operators
instead of semilinear operators [14]. The discretiza-
tion error estimation procedure starts with a posteri-
ori computation of improved equilibrated boundary
traction t̄h at the element interfaces by local varia-
tional problems on an element patch. Improved dis-
placements are obtained by again solving local vari-
ational problems with Neumann boundary condi-
tions using an extended test function space Wh

1 and
trial function space Uh

1 as follows:
Find uh

1 ∈ Uh
1 such that

a0(uh
1 , wh

1 )Ωe
=

∫

∂Ωe

t̄hwh
1 dΓ ∀wh

1 ∈ Wh
1 (9)

where Ωe is an element of the finite element mesh,
Uh

1 and Wh
1 are locally enhanced trial and test func-

tion spaces that contain functions of different poly-
nomial orders in different directions such that

Uh
1 =Wh

1 =
{

uh
1 , wh

1 ∈H1(Ωe); without rigid-

body modes
}

(10)

The discretization error estimator η
De

over Ωe is
given by

η2
De

= a0[(uh
1 − uh

0 ), (uh
1 − uh

0 )]Ωe
(11)

To compute the model error estimator, further im-
proved displacements are obtained by solving a lo-
cal variational problem using the same enhanced
test and trial function spaces given in Eq. (10) but
with a different bilinear form aM as follows:
Find ũh

1 ∈ Uh
1 such that

aM (ũh
1 , w̃h

1 ) =
∫

∂Ωe

t̄hw̃h
1 dΓ ∀w̃h

1 ∈ Wh
1 (12)

where aM (ũh
1 , w̃h

1 ) is the bilinear form correspond-
ing to the master model in the hierarchy with a more
sophisticated constitutive equation than the a0. The
model error estimator ηMe

for an element Ωe is given
by

η2
Me

= aM [(ũh
1 − uh

1 ), (ũh
1 − uh

1 )]Ωe (13)

Further details regarding this work of Stein and
Ohnimus is available in [13,14].

The works of Oden and Prudhomme [8,17], Lars-
son and Runesson [11,12], Braack and Ern [18] on
modeling error estimation and model adaptivity are
built on the goal-oriented a posteriori error estima-
tion methods originally developed in the context of
finite element discretization error estimation [15,16].
In these works, the mathematical theory of dis-
cretization error control has been extended to assess
modeling error among a hierarchy of computational
models of different complexity.

Often the quantity of interest is not the solution
itself but a function of the solution represented as
Q(u) called the goal function. A goal-oriented error
measure of the finite dimensional solution uh

0 of the
coarse model (3) is introduced as

Σ(u, uh
0 ) = Q(u)−Q(uh

0 ) (14)

Dual formulation for the primal problem of Eq. (2)
based on the quantity of interest (14) is discussed in
[8,11]. If u∗ is the solution of the dual problem the
error measure (14) is computed as

Σ(u, uh
0 )=R(uh

0 , u∗)=RFE(uh
0 ;u∗)+Rmod(uh

0 ;u∗) (15)

In addition to the approximations mentioned
for Eq. (8) in computing the modeling error
Rmod(u0; u∗), approximation is introduced in the
linearization of the dual problem since it depends
on the unknown exact solution u and the unavail-
able/expensive fine model a of the primal problem
(2). Approximate forms are introduced in the form
of a tractable model a1, with the corresponding so-
lution u1 and goal function Q1. Another approxima-
tion is in solving for the dual solution u∗ in a finite
dimensional approximation space as u∗

h ∈ Uh [11].
Goal-oriented model error estimation and model

adaptivity has been used with continuum model hi-
erarchies in [9,11,12,17,18]. Recently, this method
has been extended to concurrent multiscale prob-
lems with coupled continuum-atomistic models by
Oden et al. [10,19], in which application to the qua-
sicontinuum method (QCM) [3] and bridging scale
method (BSM) of Wagner and Liu [2] are discussed.
For both applications, a fully atomistic model is the
fine-scale model. QCM and BSM are used as coarse
models to solve the molecular statics and the molec-
ular dynamics problems respectively. Details of the
problem formulation of primal, dual, and a goal
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function are given in [10]. As mentioned in [10],
the error estimate is the estimate of the total error
and does not distinguish between the discretization
and modeling errors. In fact, the error estimate com-
puted in [10] is used to refine the QCM mesh by re-
placing its mesh refinement criterion based on the
ZZ error indicator [4,5]. The local/nonlocal crite-
rion of Eq. (1) is still employed to adaptively distin-
guish the local and nonlocal atoms. It seems like the
local/nonlocal criterion is the one that controls the
model error while the QCM mesh refinement crite-
rion controls the discretization error. For the BSM
application, a goal-oriented error estimate is used to
turn coarse-grained regions of the subdomain into a
fully atomistic subdomain.

3. HIERARCHICAL CONCURRENT MODEL

A model hierarchy consisting of an atomistic model
and two continuum models is adopted here. The
finest model in the hierarchy is the atomistic model
with the embedded atom method (EAM) [21] based
interatomic potential. The other two coarser-scale
models are a nonlinear elastic continuum model,
which has terms up to third-order elastic consti-
tutive parameters, and a linear elastic continuum
model. These continuum models fail to capture in-
homogeneity due to the nucleation of defects unless
mixed continuum-discrete models [22] are included
in the hierarchy.

The nucleation of defects and their interactions
at the atomistic level provide a fundamental un-
derstanding of the mechanical response of materi-
als at the nanoscale that influences the macroscale
response. Crystalline material behavior is elastic
in the absence of dislocation nucleation and mo-
tion. A homogeneous elastic deformation prior to
the nucleation of defects can be closely captured by
a nonlinear elastic continuum model. The third-
order elastic constants are found to be essential for
a proper treatment of the finite deformation of crys-
tals [23] and are also used extensively in the study
of elastic waves in crystals. A brief overview of the
models in the hierarchy is given below followed by
the concurrent problem formulation.

3.1 EAM Atomistic Model

For the EAM interatomic potential, the total energy
Φ of a system of n atoms obtained as the sum of en-
ergies of individual atoms Φα is given as

Φ =
n∑
α

Φα (16)

where Φα is

Φα = E(ρα) +
1
2

neigα∑

β,β6=α

V (rαβ) (17)

ρα =
neigα∑

β,β6=α

Ψ(rαβ) (18)

where ρα is the total electron density at atom α,
E(ρα) is the embedding energy function. rαβ =
|xα−xβ| is the distance between the atoms α and β.
V (rαβ) is the pair potential term and Ψ(rαβ) is the
electron density function, which have a cutoff dis-
tance in terms of r as defined by the interatomic po-
tential. Thus, the summation in Eqs. (17) and (18) is
over the atoms in a neighborhood of the atom α de-
noted by neigα. Greek letters α, β, . . . denote atoms
and are used as subscripts to represent the quanti-
ties related to atoms. Also, there is no summation
convention on the Greek subscripts.

Note, that the specific choice of EAM is not a lim-
itation for the adaptive model selection discussed
here. The EAM has been used to model crystal de-
fects, surfaces of solids and liquids, etc. [24], and
is also well suited for the purpose of accounting for
the strain energy of some metallic crystals.

3.2 Nonlinear and Linear Elastic Continuum
Models

The constitutive relationship for the nonlinear and
linear elastic continuum models are obtained by the
hypothesis of the existence of a stored internal en-
ergy E(EKL) density as a function of the Green-
Lagrange strain EKL. For an elastic solid, the fol-
lowing constitutive relationship can be derived by
defining the Cauchy stress σij as the work conjugate
of EKL [25] as

σij = FiKFjL
∂E

∂EKL
(19)

where FiJ is the deformation gradient tensor. Up-
percase subscripts I, J, . . . denote components of a
tensor in the reference or undeformed configuration
and lowercase subscripts i, j, . . . denote components
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of a tensor in the current or deformed configura-
tion. To obtain a complete nonlinear elastic contin-
uum theory, E(EKL) is expanded as a power series
in EKL as follows:

E = C1KLEKL +
1
2!

C2KLMNEKLEMN

+
1
3!

C3KLMNOP EKLEMNEOP + · · · (20)

Thus, the third-order elastic constants C3IJKLMN

are coefficients of the cubic terms in the energy ex-
pansion Eq. (20). C2IJKL is the second-order elastic
tensor used in the linear theory. C1IJ are chosen to
be zero for a stress-free initial state.

Truncating the power series of Eq. (20) by retain-
ing up to third-order terms, we obtain the constitu-
tive relation for the nonlinear elastic model as

σij =FiKFjL

(
C2KLMN + 1

2C3KLMNOP EOP

)
EMN (21)

Retaining only up to second-order terms results in
the constitutive equation for the linear elastic model
as

σij = FiKFjLC2KLMNEMN (22)

The constitutive parameters C2KLMN and
C3KLMNOP are chosen to be consistent with
the EAM potential as discussed in [26].

3.3 Concurrent Model Problem Formulation

The problem domain Ω shown in Fig. 1 is composed
of subdomains in which various models from the
hierarchy are used. The linear elastic description is
used in ΩLE , the nonlinear description is defined for
ΩNLE , the EAM atomistic description is defined for
ΩA and ΩI is the interphase subdomain, which has a
blended description of the nonlinear elastic contin-
uum and the atomistic models. ΩC = ΩLE∪ΩNLE is
the continuum subdomain. The details of the prob-
lem formulation are given in [27]. The governing
equations are standard equilibrium equations in the
continuum region, the equilibrium of forces for each
atom in the atomistic region, and a blend of the con-
tinuum stress and the atomistic force in the inter-
phase region. Key points are given here.

The weak form of the equilibrium equation is
stated as follows:

Given bi : ΩC ∪ ΩI → <, biα : ΩA ∪ ΩI → <, gi :
Γgi → <, hi : Γhi → <

ΩLE

AΩΩNLE

CIΓ

Ω I

AIΓ
�
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FIGURE 1. Hybrid concurrent model domain

Find displacements uC
i (x) ∈ UC

i and uA
iα ∈ UA

i such
that

−
∫

Ω

wC
i,jΘ

CσijdΩ+
∫

Γhi

wC
i ΘChidΓ+

∫

Ω

wC
i ΘCbidΩ

+
∫

Ω

n∑
α

wA
iα



neigα∑

β

(
ΘA

αβfiαβ

)
+ΘA

αbiα


δ(x−xα)dΩ=0

∀wC
i ∈ WC

i , ∀wA
iα ∈ WA

i (23)

and a weak displacement compatibility Λ is satisfied
as follows:

Λ
[
uC

i (xα)− uA
iα

]
=

nI∑
α

λiβ

{
uC

i (xα)− uA
iα

}
= 0

∀λiβ ∈ RnI

(24)

UC
i and WC

i are continuum function spaces defined
as follows:

UC
i =

{
uC

i |uC
i ∈ H1, Λ

[
uC

i (xα)− uA
iα

]
= 0

on ΩI , uC
i = gi on Γgi

}
(25)

WC
i =

{
wC

i |wC
i ∈ H1, Λ

[
wC

i (xα)− wA
iα

]
= 0

on ΩI , wC
i = 0 on Γgi

}
(26)
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where H1 in Eqs. (25) and (26) denote Hilbert spaces
[28]. UA

i and WA
i belong to the discrete phase space

of the atomistic system given by

UA
i =

{
uA

iα|uA
iα∈<n, Λ

[
uC

i (xα)−uA
iα

]
=0 on ΩI

}
(27)

WA
i =

{
wA

iα|wA
iα∈<n, Λ

[
wC

i (xα)−wA
iα

]
=0 on ΩI

}
(28)

RnI

in Eq. (24) is the phase space of atoms nI in the
interphase ΩI .

The terms appearing in Eq. (23) are explained be-
low. bi and biα are the body forces for the contin-
uum and atomistics, respectively. gi and hi are the
essential and natural boundary conditions on essen-
tial boundary Γgi and natural boundary Γhi , respec-
tively, where Γgi

∪ Γhi
= Γ the domain boundary

and Γgi ∩ Γhi = ∅. The internal force fiαβ acting on
atom α due to the atom β is given by

fiαβ =
∂Φβ

∂diα
(29)

where diα is the displacement of the atom α. Blend
functions ΘA and ΘC are defined as follows:

ΘA
α = 1−ΘC(xα)

ΘA
αβ = 1− 1

2

{
ΘC(xα) + ΘC(xβ)

}
(30)

The continuum blend function ΘC(x) = 0 on ΩA,
ΘC(x) = 1 on ΩC and on ΩI 0 < ΘC(x) < 1,
which is evaluated based on the proximity of the
point x ∈ ΩI to the boundaries ΓCI and ΓAI . By
defining s ∈ [0, 1] as a normalized distance in the
physical domain from ΓCI to ΓAI , Θ(s) can be ap-
proximated to be a function of the scalar parameter
s. δ(x− xα) is the Dirac delta function whose value
at xα is infinity and integral over Ω is 1.

3.4 Discretized Constraint and Equilibrium
Equations

A finite element discretization of the problem do-
main Ω is denoted by Ωh. The discrete compat-
ibility equation is constructed by choosing λiβ in
Eq. (24) using piecewise constant shape functions
defined to be constant over the finite element do-
mains Ωe ∈ ΩhI as follows:

λiβ =
∑

Ωe∈ΩhI

Neζe
iβ (31)

where

Ne =
{

1 on Ωe

0 elsewhere (32)

Substituting Eqs. (31) and (32) into Eq. (24), we
obtain

∑

Ωe∈ΩhI

ne∑
α

ζe
iβ

{
uC

i (xα)− uA
iα

}
= 0 (33)

Requiring the arbitrariness of ζe
iβ yields the follow-

ing discrete compatibility equation for every ele-
ment Ωe, ne being the number of atoms in an ele-
ment Ωe:

Λh
{
uh

i (xα)−uA
iα

}
=

ne∑
α

{
NB(xα)dC

iB−uA
iα

}
=0 ∀Ωe (34)

Equation (34) yields number of constraint equations
equal to the number of spatial dimension for each fi-
nite element Ωe ∈ ΩhI . From Eq. (34), the degrees of
freedom of one atom in Ωe can be expressed in terms
of the degrees of freedom of the finite element Ωe

and the degrees of freedom of the remaining atoms
in the element. Note that at least one atom has to be
positioned with an element Ωe in the interphase.

The continuum displacement and test functions
defined over ΩC ∪ ΩI are discretized using C0 con-
tinuous finite element shape functions. The dis-
cretized displacement is denoted by uh

i ∈ Uh
i and

the discretized test function is denoted by wh
i ∈ Wh

i .
The spaces Uh

i and Wh
i are given by

Uh
i =

{
uh

i |uh
i = NBdC

iB , Λh
[
uh

i (xα)− uA
iα

]
= 0

on ΩhI
, uh

i = gi on Γh
gi

}
(35)

Wh
i =

{
wh

i |wh
i = NBaC

iB , Λh
[
wh

i (xα)− wA
iα

]
= 0

on ΩhI
, wh

i = 0 on Γh
gi

}
(36)

where NB are the finite element shape functions as-
sociated with the finite element nodes B, dC

iB are
the nodal degrees of freedom and aC

iB are the nodal
multipliers corresponding to test functions. Sum-
mation convention over repeated index B is em-
ployed. The discretized system of equations shown
below is obtained by using Eqs. (35) and (36) in the
equilibrium Eq. (23)
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−
∫

Ωh

NA,jΘCσijdΩ+
∫

Γh
hi

NAΘChidΓ+
∫

Ωh

NAΘCbidΩ

+
nm∑
α





neigα∑

β

(
ΘA

αβfiαβ

)
+ ΘA

αbiα



 = 0 (37)

where nm is the number of independent atoms.
Equation (37) is a nonlinear system of equations
in continuum degrees of freedom and independent
atomistic degrees of freedom. Assuming no fol-
lower forces and no body forces, Eq. (37) can be
written in terms of residuals as

rkP=−
∫

Ωh

NA,jΘCσijdΩ+
nm∑
α





neigα∑

β

ΘA
αβfiαβ



=0 (38)

σij is expressed in terms of the continuum de-
grees of freedom according to appropriate constitu-
tive equations (for example, Section 3.2) and fiαβ

is expressed in terms of the independent atomistic
degrees of freedom [27]. The nonlinear system
of Eq. (38) can then be solved either by Newton
method or by conjugate gradient minimization of
the residuals. Several options for the blend function
ΘC(x) are discussed in [27].

4. ADAPTIVE MODEL SELECTION PROCEDURE

In order to use the hierarchy of models outlined in
Section 3 effectively in a concurrent multiscale prob-
lem setup, we need an automated technique to iden-
tify subdomains of the problem domain to properly
apply different computational models. An adaptive
model selection strategy is to be devised such that
we capture the relevant physics in the essential ar-
eas with a fine-scale model and use coarser models
elsewhere in the problem domain.

Two error indicators are adopted to facilitate the
adaptive refinement and adaptive coarsening of the
models in the hierarchy. Relative error in the energy
computed by the two continuum models over an el-
ement Ωe of a finite element discretization is used
as an indicator between the nonlinear model and
the linear model, which is discussed in Section 4.1.
A stress-gradient-based dislocation nucleation crite-
rion [6] is adopted as the atomistic indicator and is
reviewed in Section 4.2. An adaptive strategy dis-
cussed in Section 4.3 employs the error indicators
for adaptive model section and deselection.

4.1 Nonlinear Error Indicator

The strain energy computed over a subdomain by
the linear elastic model and the nonlinear model
(Section 3.2) are used to construct an indicator to
distinguish the boundary of the nonlinear and lin-
ear continuum model subdomains. Specifically, the
relative error in energy between the two models is
the linear to nonlinear indicator, which is given by

η
NL−L

=
∣∣∣∣
ENL
Ωe − EL

Ωe

ENL
Ωe

∣∣∣∣ (39)

where ENL
Ωe and EL

Ωe are, respectively,

ENL
Ωe =

∫

Ωe

(
1
2!

C2KLMNEKLEMN

+
1
3!

C3KLMNOP EKLEMNEOP

)
dΩ (40)

EL
Ωe =

∫

Ωe

1
2!

C2KLMNEKLEMN dΩ (41)

Ωe is an element of a finite element discretization
Ωh of the problem domain Ω. Note that ENL

Ωe is
approximated with a minimal computational ef-
fort by using the strain field of the linear elastic
model and C3KLMNOP , which is calibrated a priori
[26] based on the interatomic potential used for the
finest model.

In comparison to the global modeling error esti-
mation techniques developed by Oden and Prud-
homme [8] and Oden et al [9], the elemental error
indicator ηe of the linear elastic model with respect
to the nonlinear model is given by

ηe =
[ ∫

Ωe

{
FiKFjLC2KLMNEMN (42)

− FiKFjL(C2KLMN+C3KLMNOP EOP)EMN

}2

dΩ
]1/2

which is related to the global modeling error η by
[9]

η =

{∑
e

η2
e

}1/2

(43)

where the summation e is over all the elements in
the mesh Ωh. Comparing Eqs. (39) and (42), we can
say that ηNL−LENL

Ωe and ηe are related.
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4.1.1 Computing the Nonlinear Error Indicator Limit
Value

A limit value of η
NL−L

, denoted by ε
NL

, is com-
puted a priori to facilitate the selection of the nonlin-
ear model during automated adaptive simulation.
The relative error in the energy density of the linear
elastic model with respect to the atomistic model is
the basis for computing ε

NL
; a procedure for this is

explained below.
A rectangular block is subjected to uniaxial ten-

sion. The load is applied quasi-statically through
Dirichlet boundary conditions. The constant energy
density is computed for each load step, by choosing
different models for the problem domain. The atom-
istic energy density EA is Φα/Ωα, where Φα is given
by Eq. (17) and Ωα is the atomic volume associated
with the unit cell of atom α. Figure 2 shows a plot
of the relative error in the energy density of the lin-
ear model η

A−L
= |(EA − EL)/EA| and the nonlin-

ear model ηA−NL = |(EA − ENL)/EA| with respect
to the atomistic model. εNL is computed at 5%ηA−L

shown in Fig. 2.

εNL = ηNL−L

∣∣
(η

A−L
=0.05)

= 0.0235 (44)

Figure 2 also shows the effectiveness of the nonlin-
ear model in reducing the error in the energy with
respect to the atomistic model. In other words, us-
ing the nonlinear model in the hierarchy reduces
the size of the atomistic domain for a given error
tolerance. This is illustrated in Section 5.1 for the
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Load steps (each load step = 0.015% normal tensile strain)

η A
−

N
L
, η

A
−

L

 

 

 Linear elastic − η
A−L

 Nonlinear elastic − η
A−NL

5 % relative error chosen to
compute Nonlinear indicator

tolerance

strain = 0.1275%

FIGURE 2. Relative error in the energy density versus
load step

nanoindentation example. ε
NL

is employed in the
adaptive strategy (Section 4.3) to automatically se-
lect subdomains that are above this limit value and
assign them the nonlinear model.

4.2 Atomistic Error Indicator

Dislocation motion and close-range interaction can-
not be captured by continuum models. However,
these phenomena are crucial for understanding in-
cipient plasticity in materials. The atomistic model
is used to capture dislocation nucleation and the ini-
tial stages of their interaction. A stress-gradient-
based dislocation nucleation criterion [6] is adopted
as the basis of the atomistic indicator. The criterion
is derived from the thermomechanical considera-
tions of a crystalline solid undergoing deformation.
It is developed as a ”driving force” or ”work con-
jugate” of the dislocation density tensor and hence
expresses the thermodynamic driving force, for an
increase of the dislocation density. In the absence
of this driving force the nucleation event ceases to
exist.

The derivation of the criterion is based on an
analysis of dissipation terms that identify the driv-
ing forces corresponding to the dissipative mech-
anisms according to the second law of thermody-
namics. The mechanics and derivation details were
described by Acharya in references [7,28]. Dislo-
cation nucleation and dislocation motion are the
two dissipative mechanisms under consideration
according to the dislocation field theory presented
in [6], which says that the rate of work done by the
stress can be partitioned into a stored free energy
rate Ḟ and dissipated energy rate due to dislocation
motion and dislocation nucleation as
∫

Ω

σijvj,idΩ=
∫

Ω

ḞdΩ+
∫

Ω

ψiṽidΩ+
∫

Ω

−WijsijdΩ (45)

where vi is the velocity of the matter (dxi/dt), ψi is
the driving force for dislocation motion with a ve-
locity field ṽi. Wij is derived from σij and sij is the
nucleation rate tensor written in terms of the density
of the Burger’s vector per unit area per unit time ρ̃

of a particular type of dislocation as

sij = ρ̃milj (46)

where mi is the direction of Burger’s vector and lj is
the dislocation line direction. Thus, the last term in
Eq. (45) reduces to
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∫

Ω

−miWij lj ρ̃ dΩ (47)

The quantity −miWij lj is the driving force for the
variation of the dislocation density ρ̃. It is shown
in [6] that Wij can be approximated by −curl(σ)ij .
The dislocation nucleation criterion is based on N ,
which is given by

N = |micurl(σ)ij lj | = |miejmnσin,mlj | (48)

In order to predict the dislocation nucleation, the-
oretically, theN in Eq. (48) needs to be evaluated for
all possible values of the Burger’s vector mi and the
dislocation line direction lj at each point x in the
domain. The maximum value indicates the location
and type of the dislocation expected to nucleate. In
practice, a finite number of candidates for mi and
lj are considered for a given crystal lattice type (for
example, FCC lattices have 12 slip systems). As for
the spatial location, they are evaluated at Gauss in-
tegration points of the elements of a finite element
mesh. For 2D problems, specific values of mi and lj
are known a priori.

4.2.1 Atomistic Indicator Tolerance

The existence of a material-specific critical value
Ncrit for the dislocation nucleation criterion has
been hypothesized in [6]. The criterion will predict
nucleation of a specific dislocation characterized by
mi and lj at the point when N ≥ Ncrit. To test
the prediction capability of the criterion, N needs
to be evaluated at all points x in the domain and
for all possible combinations of mi and lj at each
point. The maximum value of N evaluated just
before the nucleation would quantify Ncrit. How-
ever, from a computationally practical perspective,
the knowledge of slip systems of a crystal as the
most likely candidates for the dislocation nucleation
is utilized in [6] to quantify Ncrit. Its prediction ca-
pability and material-property-like behavior is veri-
fied with atomistic model examples in [6].

The accuracy of σij is another factor affecting the
prediction capability of the criterion. It is crucial to
control the discretization error to the desired accu-
racy to obtain an accurate solution for σij . Because
the finite element mesh of the problem domain is
currently constructed a priori and the mesh elements
are large compared to the atomic spacing, we adopt
a fraction of Ncrit denoted by εA as the atomistic

indicator tolerance. The specific value of the toler-
ance value used is given in the examples Section 5.
Future work will be required to better address this
process so that a less conservative value of Ncrit can
be used.
N is similar to the local/nonlocal criterion of the

quasicontinuum method in the sense that both of
these are nonlocal in nature. N [Eq. (48)] accounts
for the nonlocality in terms of curl(σ), where as the
local/nonlocal criterion [Eq. (1)] of the quasicon-
tinuum method discussed in Section 2.1 accounts
for nonlocality in terms of variation in the defor-
mation gradient of the elements in the neighbor-
hood of a node. In the goal-oriented error estima-
tion approach of Oden et al. applied to multiscale
problems [10,19], the total error estimate (discretiza-
tion + modeling) of a goal function is used to re-
fine a coarse mesh down to atomistic size in criti-
cal regions. However the local/nonlocal criterion
[Eq. (1)] is still used to distinguish the local atoms
from the nonlocal atoms [10,19].

4.3 Automated Adaptive Procedure for Model
Refinement and Coarsening

An adaptive procedure that incorporates the error
indicators for the models of the hierarchy is pre-
sented here. The adaptive procedure automatically
assigns different models to different subdomains of
a problem domain based on the error indicators.
Tolerance values εNL corresponding to ηNL−L and
εA corresponding to the atomistic indicator N are
chosen a priori as discussed in Sections 4.1.1 and
4.2.1. The sequence of steps in the adaptive proce-
dure are as follows:

1. Start the load step τ of a quasi-statically loaded
problem with a coarse model (Note: Scale the
load to a value where more than just a linear
elastic model is needed to solve the problem).

2. Increment the load step τ = τ + 1.

3. Solve the problem with the concurrent model
problem formulation of Section 3.3.

4. Compute appropriate error indicators for the
model hierarchy chosen.

5. Select or deselect the models from the hierarchy
for subdomains of the problem domain accord-
ing to the error indicators and corresponding
tolerance values.
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6. If models change, go to step 3, else continue
with step 2 till the end of load steps.

5. EXAMPLE RESULTS

Examples illustrating the adaptive model refine-
ment and adaptive model coarsening are presented
here. The constitutive parameters of the con-
tinuum nonlinear and linear elastic models are
consistent with the EAM potential of aluminum
[29]. The cubic elastic constants for aluminum are
C11 = 0.1181 MPa, C12 = 0.0623 MPa, and C44 =
0.0367 MPa in the principal crystallographic direc-
tion. The nonlinear indicator tolerance is chosen
as ε

NL
= 0.0235 as discussed in Section 4.1.1, and

the atomistic indicator tolerance is chosen as ε
A

=
0.0035. The specific value of εA is chosen based on
numerical experiments. For the solution accuracy of
a priori meshes used in the examples, the value of εA

was calibrated to predict dislocation nucleation cor-
rectly with respect to a fully atomistic model. This
value of εA works for the different examples in this
section in accordance with the claim of Miller and
Acharya [6] that theNcrit is a material specific value
and does not depend on the loading.

The problem domain is discretized with tetrahe-
dral elements such that the mesh is finer in the ar-
eas of high stress gradients. Adaptive discretiza-
tion error control through a mesh modification pro-
cedure will be added in the near future. Quadratic
shape functions are used to discretize displacement
and displacement test function of Eqs. (35) and (36),
respectively. The quadratic approximation of the
displacement yields a piecewise linear stress field,
which is the minimum polynomial order expected
to compute stress gradient in the dislocation nucle-
ation criterion [Eq. ( 48)].

The two finer models (Section 3) are selected or
deselected for each element of the finite element
mesh based on the error indicators (Sections 4.1 and
4.2) and the corresponding tolerance values. While
computingN for 3D problems, there are 12 slip sys-
tems for FCC aluminum crystal that needs to be con-
sidered. The dislocation line direction is searched
within each slip system to obtain maximum value
of N .

The first example is a nanoindentation exam-
ple that demonstrates the effectiveness of the three-
model hierarchy over the two-model hierarchy. The
second example is a nanovoid subjected to hydro-

static tension up to a certain load, after which it is
unloaded steadily back to the initial state. The un-
loading stage demonstrates adaptive coarsening in
which a fine-scale model subdomain is transformed
into a coarse-scale model subdomain during the
course of simulation. The last example is the case
of multiple nanovoids (four in this case) subjected
to cavitation.

5.1 Nanoindentation

A comparison of the three-model hierarchy, consist-
ing of the atomistic model, the nonlinear model and
the linear elastic model, with that of the two-model
hierarchy, consisting of the atomistic model and the
linear elastic model, is given here. The problem do-
main is a film of thickness∼ 30 nm placed on a rigid
substrate. The indenter is rectangular in shape and
∼ 18.7 A wide. The indenter as well as the film are
considered to be infinite in the X direction (out of
the plane); thus, a plane strain condition exists in
the Y − Z plane (Fig. 3). Homogeneous Dirichlet
boundary conditions are imposed in the Z direction
on the bottom face, in the Y direction on the left
and right face of the continuum domain. The inden-
ter load is applied quasi-statically through Dirich-
let boundary condition by moving the indenter by
0.05 A for each load step. Periodic boundary condi-
tions in the X direction are imposed on the atom-
istic model to maintain the 3D lattice structure. The
crystallographic orientation chosen (Fig. 3) is such
that the dislocations generated from the corners of
the indenter move in the negative Z direction. Thus,
mi = (0, 0,−1) and lj = (1, 0, 0) are used to evaluate
N .

Figure 3 shows the concurrent models at the 60th
load step (3 A indenter displacement) for the two
cases of simulation. The one on left corresponds to a
simulation with the three-model hierarchy, and the
one on right is a simulation with the two-model hi-
erarchy. The concurrent model with the three-model
hierarchy has∼ 6500 atoms, whereas the concurrent
model with the two-model hierarchy has ∼ 13, 600
atoms. That is ∼ 21, 300 less degrees of freedoms
to solve for and that many less residuals to com-
pute. The neighbor list building operation for the
extra atoms is also saved. Figure 4 shows the vari-
ation of the total strain energy in the model during
the loading period. The discontinuities in the curve
correspond to the nucleation of partial dislocations

Volume 5, Number 5, 2007



380 NUGGEHALLY ET AL.

X
Y <111>

Z <110>

Interphase domain

A tomistic domain

Nonlinear continuum domain

L inear continuum domain

Ω

Ω

Ω

Ω

A

I

NL E

L E

X
Y <111>

Z <110>

Indentation

direction

<112>
<112>

(a)
(b)

indenter atoms

FIGURE 3. Concurrent model configuration at 60th load step (3 A indentation displacement). Colors represent the
subdomains in which various models are used a) results obtained with the three-model hierarchy b) results obtained
with the two-model hierarchy

from the indenter corners. The two models predict
an identical defect nucleation sequence and almost
identical total energy, which demonstrates the use-
fulness of employing the three-model hierarchy.
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FIGURE 4. Energy comparison between atomistic ref-
erence solution and concurrent models with different hi-
erarchy

5.2 Nanovoid Subjected to Cavitation

Adaptive model refinement and model coarsening
is demonstrated here for the case of a nanovoid
subjected to a cycle of hydrostatic tensile loading-
unloading. The problem domain is a cube of side
∼ 500 A with a spherical void of ∼ 50 A diameter
at the center. The load is applied quasi-statically
in small increments of 0.375 A on each face of the
cube through Dirichlet boundary conditions. The
simulation of a nanovoid subjected to hydrostatic
load has been used to study nanovoid growth and
cavitation in [30]. During the first 23 load steps,
the problem domain is gradually loaded hydrostati-
cally, whereas in the next 23 load steps it is unloaded
gradually as per the adaptive procedure discussed
in Section 4.3.

Figure 5 shows the concurrent model at load step
18 (trace of the strain = 0.0855) and the dislocation
loops that just nucleate from the void surface. The
atomistic model consists of 20,190 atoms. These
dislocation loops grow and react to form Lomer-
Cottrell junctions [31] as seen in the right side of
Fig. 6. Stacking fault tetrahedra form around the
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FIGURE 5. The concurrent model and dislocation loops observed at load step 18 (trace of the strain = 0.0855)
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FIGURE 6. The concurrent model and stacking fault tetrahedra around the void at load step 23 (trace of the strain =
0.1035)

void. Atoms along the edges of these tetrahedra are
seen on the right side of Fig. 6 (energetic atoms lo-
cated in the core of dislocation), whereas the left side
shows the concurrent model at that load step. The
atomistic model at this load step consists of 69,070
atoms. The symmetry of the resulting dislocation
configuration is due to the crystal symmetry. The
crystallographic orientation is also shown in Fig. 6.
The model is unloaded gradually back to the initial
stage. The reaction products of the dislocation struc-

tures formed during the unloading stage remain in
the model as debris and can be seen on the right
side of Fig. 7. Also note that the atomistic model
has shrunk in size compared to that at maximum
load. The left portion of Fig. 7 shows the concur-
rent model at the end of the simulation and con-
sists of 55,763 atoms. Figure 8 shows a comparison
of the energy plots between the fully atomistic ref-
erence solution and the concurrent model solution.
The energy of the atoms within the interatomic cut-
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off distance from a free surface is subtracted from
the model energy to eliminate the energy fluctua-
tion due to surface relaxation. The linear elastic
strain energy of the model is also subtracted from
the total energy of the model so that the fluctuation
in the energy due to nucleation and growth of dis-
location loops is clearly distinguishable. Different

events noted during the simulation are marked. The
bottom portion of the curve corresponds to the load-
ing cycle, and the top portion corresponds to that of
the unloading cycle. The higher energy at the end
of the simulation is due to the reaction products of
dislocation structure that are left behind during un-
loading.

In another simulation of the same problem and
loading conditions, loading cycle was stopped at
load step 19 and unloaded for the next 19 load steps
to bring it back to the initial unloaded state. It was
observed that the dislocation structure that forms in
this simulation is fully reversible. At the end of the
simulation, the problem domain was free of disloca-
tions and, hence, the adaptive model selection algo-
rithm mandates a linear elastic model through out
the problem domain. The two finer models were
deselected gradually during the unloading part of
the simulation. The full elimination of dislocation
from a model that was not loaded up to the forma-
tion of a perfect stacking fault was verified using a
fully atomistic model.

5.3 Multivoid Subjected to Hydrostatic Load

A block of material with four spherical nanovoids
is subjected to hydrostatic tensile load. This is rele-
vant to the study of porous materials at nanoscale.
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Each void is ∼ 35 A in diameter, and the block is
∼ 625 A cube. The load is applied quasi-statically
through Dirichlet boundary conditions in incre-
ments of 0.4665 A of each face of the cube. The sim-
ulation is run adaptively as discussed in Section 4.3.
The left portion of Fig. 9 shows a concurrent model
with different model subdomains during an adap-
tive simulation, while the right portion shows the
high energy atoms that form stacking fault tetrahe-
dra around voids.

Results shown in Fig. 9 reiterates dislocation loop
formation around the voids in the presence of hy-
drostatic load, their growth, and reaction to form
Lomer-Cottrell junctions and formation of stacking
fault tetrahedra around the voids. The system goes
through the same stages as in Section 5.2 as long as
the dislocation structures do not interact. At larger
loads, these start interacting with each other, new
dislocations nucleate from the voids, and the overall
dislocation configuration becomes much more com-
plicated, as shown in Fig. 10.

This example illustrates the preliminary results
of the problem of multiple interacting voids. The
motivation here is to demonstrate the utility of the
adaptive method to study bigger problems that are
of interest for real-life applications. One interest-
ing application ensuing the simulation of the mul-
tivoid problem is the study of the effect of the size
of nanovoids on the change of porosity of the ma-
terial. When the nanovoids are close to each other,

they begin to interact faster and tend to coalesce to
make the material more porous. Detailed study of
such effects can be analyzed with the help of the
adaptive method presented here.

6. CLOSING REMARKS

An adaptive multiscale model selection procedure
is demonstrated with a model hierarchy consisting
of a linear elastic model, a nonlinear elastic model,
and an EAM-based atomistic model. The nonlin-
ear error indicator based on the relative error in
the energy between the nonlinear model and the
linear model is used for the selection and deselec-
tion of nonlinear model subdomain. The atomistic
indicator is based on the stress gradient criterion
for dislocation nucleation and is used in the selec-
tion and deselection of the atomistic model subdo-
main. An adaptive strategy is devised to enable an
automated simulation. The nanoindentation exam-
ple illustrates the reduction in the size of the atom-
istic domain (translates to reduction in the compu-
tational cost) by using the three-model hierarchy in-
stead of the two-model hierarchy. It was noted that
the accuracy of the solution remained acceptable.
The nanovoid examples show the adaptive refine-
ment and coarsening and begin to demonstrate the
ability of the method to support the study of impor-
tant materials problems.
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FIGURE 9. The concurrent model and the dislocation structures around voids-load step 20 (trace of strain = 0.0945)
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FIGURE 10. Advanced dislocation structure around voids-load step 28 (trace of strain = 0.126)
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